
Can AI take decisions 
autonomously?

Yes, AI will take 
over our world!

No, AI is very de-
pendent on humans.

Wait, what 
is AI?

Oops! Can an AI system identify 
patterns faster than humans?

Oh no, you’re 
missing some basic 
insights about AI 
and what it can 
and cannot do. 

You can read our 
brAInfoods to 
learn more about 
AI. 

Yes, quick analyses are 
benefits of AI systems.

It depends, but AI is useful for 
performing repetitive tasks. 

No, it cannot, AI systems 
are not faster than humans.

Can AI also identify important 
problems that need to be solved?

Solid job, but you 
had some wrong 
answers. Your knowl-
edge about AI is 
centrainly not yet on 
an expert level.

To get more 
information on topics 
related to AI, you 
can always read our 
brAInfoods or other 
publications.

AI systems could be programmed 
to identify specific sub-tasks.

No, only humans can de-
fine a specific problem.

Of course, it’s called Artificial Intelligence, it 
must be smart enough to call out big problems.

Does an AI system need a lot of 
training data to work efficiently?

Yes, it needs to be fed with solid and 
numerous data to function properly.

No, it’s self-learning - 
no need for training.

How risky is it to use per-
sonal data in AI systems?

Risky, but the GDPR implements 
measures to safeguard data rights.

Definitely risky, and because data is out 
there, we no longer have any control over it. 

There are no risks because AI systems 
can deal properly with data.

What needs to happen when an 
AI system makes a wrong decision?

Data misuse is always possible, but the EU has taken 
measurements (i.e. GDPR) to ensure everyone’s privacy.

The failures have 
to be adjusted.

Not a big deal, AI systems 
never perform perfectly.

Harm is done and 
cannot be undone.

Is it problematic if the user doesn’t understand 
the decison-making process of the AI system?

Oh no, AI is fed with (personal) data and 
therefore it is important to resolve such issues.

Yes, users should understand 
how the algorithm works.

No, humans are black boxes as well, 
so we don’t need to worry about AI.

Don’t really know, it is more about the end result, 
because AI systems are just a means to an end.

This might be true, but users should be able to get some basic insight in the decision-
making process. Transparency and explainability increase the trust of users in the system.

What do you know about artificial intelligence? Test 
your knowledge in this quiz and find out if you are a 
layman or an expert on AI. 

The Knowledge Centre Data & Society developed 
this brAInfood to test your knowledge about AI, and 
refine it where necessary. 

Answer the questions using the answer categories 
and let yourself be guided through the quiz. At 
the end, you will learn more about your level of 
expertise. 

Would you like more information about AI? Visit our 
website for more publications and tools about AI. 

brAInfood of the Knowledge Centre 
Data & Society

ARE YOU AN

ARTIFICIAL 
INTELLIGENCE 

EXPERT?

Congrats, 
you have an 
advanced 
understanding of 
what AI is (and 
what it isn’t)!

If you want to 
expand your 
knowledge, visit 
our publications 
and tools.

AI cannot make a final decision as hu-
mans should always remain in control.
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