
AI Blind Spots in 
(health)care
by the Knowledge Centre Data & Society



• Objective: exploratory discussion about potential 
ethical pitfalls in the implementation and use of AI 
for healthcare purposes

• What: various cards with a thought-provoking 
question, a description, an example and sub-
questions

• For whom: healthcare providers, innovation 
managers, AI professionals and researchers

AI Blind Spots in (health)care

https://data-en-maatschappij.ai/en/tools/ai-blind-spots-in-
healthcare
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• Objective: uncovering ethical risks of GenAI (to draft 
a strategy or guidelines on how to deal with these 
risks in the organisation) 

• What: various cards with a thought-provoking 
question, a description, an example and sub-
questions

• For whom: organisations exploring the use of GenAI
or who are working with GenAI already

GenAI Blind Spots

https://data-en-maatschappij.ai/en/tools/genai-blind-spots-card-set



One of many tools

• Multiple tools available to support in 
the analysis, design, development, 
implementation and evaluation of AI 
systems for (health)care purposes. 

• For more tools: https://data-en-
maatschappij.ai/en/tools
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1. Divide yourselves into groups of max. 5 people.
2. Discuss on which use case your group will work on. A use case describes an AI innovation used 

in (health)care. An example: 

a. A home care organisation is exploring the use of an AI application to prioritise incoming 
emergency calls from residents. Based on the conversation of the call, the application 
decides where a caregiver should go first. The AI is only used in case of multiple incoming 
calls at the same time. 

3. Think about possible pitfalls in the implementation and use of the AI use case, using the AI 
Blind Spots in (health)care. 

4. Plenary discussion: 
a. What was your use case about? 
b. What are the 3 most urgent or important pitfalls according to your group? 

5. Reflection: How would you use the card set in your professional setting? 

1 use case per group



Contact details

https://data-en-maatschappij.ai/
Willemien.laenens@vub.be
Pieter.duysburgh@vub.be

https://data-en-maatschappij.ai/
https://data-en-maatschappij.ai/
https://data-en-maatschappij.ai/
https://data-en-maatschappij.ai/
https://data-en-maatschappij.ai/
mailto:Willemien.laenens@vub.be
mailto:Willemien.laenens@vub.be
mailto:Pieter.duysburgh@vub.be
mailto:Pieter.duysburgh@vub.be

	Default Section
	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10

	Outro
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35: LASO:  A practical, participatory approach to help hospitals  harness the potential of AI in a responsible manner
	Slide 36
	Slide 37
	Slide 38
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 45
	Slide 46
	Slide 48
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53
	Slide 54
	Slide 55
	Slide 56
	Slide 57
	Slide 58
	Slide 59
	Slide 60
	Slide 61
	Slide 75




